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Abstract

This paper introduces a video-game designed to support teaching introductory eco-

nomics at undergraduate level. In order to test its effectiveness compared to traditional

textbook learning we designed a laboratory experiment. Results show no evidence that

playing the video-game leads to lower exam performance than reading a textbook, nei-

ther for multiple-choice nor for essay questions. We also find no gender bias and no

effect of announcing the test prior to the learning task or thereafter. However, game

behavior appears to be related to test performance, and differently so for different

types of learning. Students perceive the two learning tools similarly in terms of under-

standing requirements or usefulness, but enjoyed the video-game considerably more.

Interestingly, although women enjoyed the game less than men, they do not differ in

their test performance.
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1 Introduction

In the last decade, the spread of information technology in education has been rapid. The

extensive use of teleconferencing, e-learning, and other advancements involving telecom-

munication technologies has considerably influenced the educational process in ways that

complement and, sometimes, supersede traditional methods like face-to-face lectures (Ben-

nett, Mims and McKenzie, 2002; Donovan, Figlio and Rush, 2006; Figlio, Rush and Yu,

2010; Kearsley, 2000; Schreiber and Berge, 1998). More recently, complex “serious games”

have emerged, significantly changing our perception of learning and approach to teaching.

Serious games are basically simulation games in which the players can experiment with

different decisions and analyze their consequences in a virtual environment. While currently

there is an accelerating tendency to use these games for teaching purposes, clean evidence

on the effectiveness of this new learning environment is rare (see Sitzmann, 2011, for a meta-

analytic study of the instructional effectiveness of computer-based simulation games). We

aim to fill this gap by reporting results from a laboratory experiment in which students either

read one chapter of a microeconomics textbook or played a level of an educational video-

game. The latter, via game play and short-videos, conveyed the exact same information as

the textbook. Thus, the only difference between these two groups lies in how the material

was delivered: Some students read the textbook chapter, while others played the video-game.

After reading the chapter or playing the game, students took part in an exam, comprised

of multiple-choice questions and free-text essay questions. The performance in the exam was

monetarily incentivized. In addition, we administered a questionnaire that collected various

demographics and measures of learning satisfaction. As a result, we are able to assess: i) the

students’ cognitive learning outcomes, using the score they achieved by answering multiple-

choice and essay questions, and ii) the students’ affective (or behavioral) learning outcomes,

using the information on their satisfaction with this learning tool and their perception of its

helpfulness. By analyzing these outcomes, we are able to determine how the interactive video-

game delivery of the lecture compares with the passive textbook delivery across both learning
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dimensions. Additionally, in order to identify which students can be expected to benefit more

from educational video-games, we consider two incentive conditions. In one condition (“high-

powered incentives”), participants were informed about the exam-like test and its monetary

incentivization right from the beginning of the session, so they could immediately adapt their

behavior. In a second condition (“low-powered incentives”), participants were only informed

that there would be a second part of the experiment, and to expect instructions on this part

only after they finished the first part. While they might have had guesses about what was

going to happen in the second part, their incentives to take the first (learning) part seriously

should be lower than in the high-powered condition.

In addition to cognitive and affective outcomes, a special software allowed us to track

every action undertaken by the players in the game, ranging from clicking on the screen to

replaying a video, or hovering over a graph. This level of detail gives us the opportunity to

study in-game behavior, and its connection to cognitive and affective outcomes.

We can report several interesting results. First, playing the video-game does not lead to

lower exam performance than reading a textbook chapter. This holds true for multiple-choice

questions as well as for essay questions. Second, the strength of incentives (announcing the

exam or not) seems not to have an effect on final scores in either environment. Third, we do

not find evidence that playing the video-game would have a different relative effect on exam

performance for males compared to females. Fourth, contrary to previous findings on business

simulations (e.g. Anderson and Lawton, 1992; Gosen and Washbush, 2004; Washbush and

Gosen, 2001), we find that game behavior and exam performance are related, and differently

so for different types of learning and assessment: scores in multiple-choice questions are only

correlated with game play elements; essay question scores are correlated with both watching

instructional videos and engaging in game play; and, particularly for questions requiring

deep understanding, synthesis and evaluation, using interactive graphs is also related to

exam performance. Finally, students perceived the two learning tools similarly in terms

of understanding instructions or usefulness, but as expected, they enjoyed the video-game
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considerably more. Interestingly, although women enjoyed the game less than men, they

performed at the same level in both the multiple-choice and the essay questions of the test.

It is worth noting that our results on the differential enjoyment in the game vis-a-vis

the textbook may have further implications that could not be captured in our experimental

environment where the allotted time was fixed and the treatment conditions were exoge-

nously assigned (rather than endogenously self-selected by the students). A rational model

of learning behavior would predict that students optimally allocate more time to studying

when the available learning material is a more enjoyable game rather than a less enjoyable

textbook. The results from our experiment then might imply that playing the game could

lead to higher exam performance than reading a textbook, provided that the environment is

one in which students can allocate their time freely across different activities.

Our contribution is related to a number of papers in the field of education inquiry. We dis-

cuss these papers in the theoretical background section and when formulating our hypotheses

for the laboratory experiment. A few general notes, however, are in order here. Currently,

there seems to be little empirical evidence on the impact of educational video-games on

students’ educational outcomes. An extensive base of publications exists on computer-based

business simulations. However, even in this field, there is almost no evidence from cleanly

designed experiments that compare learning outcomes under alternative pedagogies (two ex-

ceptions are Chou, 2012, and Figlio et al., 2010, but they focus on online learning tools and

not simulations). Wolfe (1990) and Burns, Gentry and Wolfe (1990) identified this problem

already 20 years ago, but there is still no convincing evidence on what simulations accom-

plish regarding cognitive learning. Gosen and Washbush (2004) conduct an analysis of 115

studies on this topic and find “that none [...] met all the criteria for sound research” (p.

283). Similarly, Wideman, Owston, Brown, Kushniruk, Ho and Pitts (2007) conclude that

support for the educational impact of simulations is subjective, at best.

A similar problem exists when analyzing the attitudes of the participants exposed to

simulations (i.e., the affective domain). Most of the related studies, with few exceptions, find
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that students like simulation exercises and view them more positively than either lectures

or case discussions (Burns et al., 1990; Faria, 2001; Gosen and Washbush, 2004). However,

these are relative comparisons made by students experiencing different learning tools within

a course. Anderson and Lawton (2009) note that providing valid substantiation for the power

of a learning tool requires rigorous experimental design and exogenous treatment assignment.

To the best of our knowledge, no study so far has employed an experimental design featuring

control groups and allowing comparisons between student attitudes in a course that is solely

textbook based versus those in a class that is solely game based. Our contribution attempts

to fill this gap by combining experimental design with a rich data set of in-game behavior.

From a policy perspective, more evidence on the effectiveness of educational video-games

is needed. If these games were reasonable, cost-effective substitutes for traditional classroom

lectures, delivering high-quality content, then they could help address the problems of in-

creased live-lecture class sizes (Bettinger and Long, 2007) and financial constraints in higher

education (Figlio et al., 2010). Additionally, given their interactive and goal-oriented na-

ture, it might be that these games can help overcome students’ weak incentives to regularly

keep up with classes, and prevent last-minute cramming in online courses (Donovan et al.,

2006). Given their promise, a sound testing of their effectiveness in supporting learning is

vital. This evidence would also further support our understanding of which students can

be expected to benefit more from (or be hurt by) these new learning tools. Such questions

are crucial for university educators seeking to understand the impact of their course design

decisions on students perceptions and behavior, and eventually on their academic outcomes.

The remainder of the paper is organized as follows: We first introduce the economic video-

game used in this study, and describe the level played by the students in the experiment.

We then turn to the theoretical background and lay out the hypotheses for our experiment.

Next, we present the methodology and show our experimental design and procedures. In the

last two sections we discuss our results and conclude, respectively.
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2 The Economic Video-Game

The main video-game covers roughly the material offered in a standard Microeconomics I

introductory undergraduate course. The content is delivered by placing the player/student

into an imaginary world populated by various agents (our online supplementary materials1

include a demonstration video of the level described below, as well as game screenshots).

Each level consists of a map, which features a certain number of places, goods and agents.

The player controls only one of these agents. If more than one agent populates a map, the

computer controls the remaining agents (‘non-playing characters’, hereafter NPCs). The

player can move her agent to a certain point in the map by clicking on that point. If the

player clicks on a specific location, the agent moves to that place and, upon arrival, interacts

with it. Each place allows the player to acquire a certain amount of a given resource. The

game consists of a number of levels and sub-levels, which correspond to textbook chapters.

Depending on the specific level, the player can use the acquired resources in different ways:

resources can be consumed, used to build a house of the player’s choosing, traded, and so

on. In a later level, the player is asked to use her resources to build a firm and, subsequently,

she is asked to make production decisions.

In our experiment, we only use a limited section of the game. This section covers the

material presented in Chapter 2 of Frank, Jennings and Bernanke (2012), titled ‘Comparative

Advantage: The Basis for Trade’. Past experiences with Microeconomics I students at the

University of New South Wales (hereafter UNSW) suggest that this chapter is particularly

difficult to comprehend, as reflected by the corresponding learning outcomes. The material

requires familiarity with a rich array of economic tools ranging from diagrams to basic math,

and establishes the important economic concepts of comparative and absolute advantage

(see Sloman (2002) non-computer-based game facilitating the comprehension of this topic).

In our video-game, the respective section used in the experiment contains six sub-levels,

plus a tutorial. The player is required to master the levels in a certain order, but upon

1http://ben.orsee.org/supplements
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completion of a level, she is allowed to replay it at will, in any order and at any time. The

game is fully self-explanatory – all the instructions necessary to play the game and use it

as a learning tool are offered in a tutorial, which the player needs to successfully complete

before being allowed to play.

The game uses the same numerical examples as Chapter 2 of Frank et al. (2012). In

describing the concept of the Production Possibility Curve (hereafter PPC), for example, the

textbook offers examples of agents with different productivities and, consequently, different

PPCs. The game provides the same kind of information, but using a very different approach.

First, the player selects one production location by clicking on it. A standard graph with

one good on the x-axis and the other on the y-axis is displayed in the top-right corner of

the screen. This graph is updated in real time to depict the combination of the two goods

the player has produced until that point in time. Such a standard figure appears in every

introductory microeconomics textbook, but in the video-game the player can shape the graph

with his/her own actions and observe the consequences in real time. By playing this level

the student realizes that certain combinations of goods are attainable, while others are not

(i.e. he/she discovers the PPC).

In the second part of this level, another agent is introduced. This agent is controlled by

the computer (NPC) and the player can offer him to exchange a certain amount of one good

for another. In this process, the player learns the basics of the bargaining process, as the offer

must be low enough to be acceptable to the NPC but high enough to be profitable. In order

to make a profitable deal, the player must also specialize according to his/her “comparative

advantage”: he/she should specialize in the productive action he/she is relatively more

efficient at. By offering the right amount and specializing in the right activity, the player

can end up consuming a combination of goods that was not attainable in the absence of

trade - a point outside the PPC.

There are other analogies between the game and the textbook. The former presents the

player with primary objectives that need to be completed to access the next levels. These
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correspond to the main numerical examples in the textbook. Secondary objectives are also

offered in the game, but they are entirely optional and they make use of the numerical

examples that the textbook offers as side-exercises in the main text.

Aside from game play, the game features a media library that can be accessed by the

player at any point in time. The media library displays the definitions of the basic economic

concepts. To draw a parallel with the textbook, these are the concepts that are highlighted

at the margin of each page in the textbook chapter. The media library also provides access to

videos that were developed specifically for the game. These videos consist of voice recording

plus screen annotations. Most of the concepts were conveyed via game play, with some

crucial concepts also reinforced by the videos.

3 Theoretical Background and Hypothesis Development

Part game and part simulation, the economic video-game falls nicely into the definition of

simulation games proposed by Sitzmann (2011): “computer-based simulation games [are]

instructions delivered via personal computer that immerses trainees in a decision-making

exercise in an artificial environment in order to learn the consequences of their decisions.”

There are several theories that can help evaluate the effectiveness of simulation games. The

earliest ones emphasize their motivational potential: Intrinsically motivated players exert

more effort, enjoy learning more and ultimately experience deeper learning altogether (Mal-

one, 1981). A well-designed simulation game has also the potential to induce a positive

cycle that creates a “flow state” where players experience total immersion in the simula-

tion (Csikszentmihalyi, 1990; Garris, Ahlers and Driskell, 1981). More recently, Tennyson

and Jorczak (2008) propose that simulation games should be more effective than other in-

structional methods, not only because they enhance motivation (i.e., the player’s affective

structure), but also because they simultaneously target other elements such as memory and

knowledge base (i.e., the player’s cognitive structure). And since the cognitive and affec-

tive structures interact together, they can be targeted simultaneously to enhance learning
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outcomes via transformational play (Barab, Gresalfi and Ingram-Goble, 2010).

All these theories suggest that simulation games have the potential to enhance learning

outcomes (see also Squire, 2006) through a combination of entertainment and active learning

(Bell and Kozlowski, 2008; Frese, Brodbeck, Heinbokel, Mooser, Schleiffenbaum and Thie-

mann, 1991). Entertainment keeps the players engaged, while active learning induces them

to exert more cognitive effort to process and retain information (Bell and Kozlowski, 2008;

Brown and Ford, 2002; Jonassen, 2002). Finally, simulation games also have the potential

to increase users’ satisfaction with the learning experience (Sitzmann, Brown, Casper, Ely

and Zimmerman, 2008).

A variant of simulations are in-class experiments, which are frequently part of the teach-

ing strategy of introductory microeconomics courses (Emerson and Taylor, 2007) and also

aim at triggering active learning and retention through engagement. While several studies

documented the positive impact of this teaching tool on student performance (Dickie, 2006;

Emerson and Taylor, 2004), it appears that its effects are limited as far as choosing an

Economics major is concerned (Emerson and Taylor, 2010).

Simulation games and variants may however involve considerable drawbacks, for instance

the substantial time commitment they require, or their inability to effectively teach terminol-

ogy and basic concepts (Faria and Wellington, 2004; Fripp, 1993; Lean, Moizer, Towler and

Abbey, 2006; Saunders, 1997). Gender bias is another concern: females were found to report

more computer anxiety, less computer self-efficacy, and less favorable computer attitudes

(Chirieac, Burns and Case, 2000; Jackson and Ervin, 2001; Jazwinski, 2001). They appear

to be less interested in digital games, play less frequently (Lucas and Sherry, 2004; Wright,

Huston, Vandewater, Bickham, Scantlin, Kotler, Caplovitz and Lee, 2001), and perceive

computer-aided learning as generally less useful than men (Venkatesh and Morris, 2000).

In the following, we rely on the theoretical framework presented above to develop a

9



number of hypotheses, which are then tested using a laboratory experiment.

Hypothesis 1 Game play leads to lower exam performance than reading a textbook chapter.

The theoretical literature suggests that simulation games have the potential to outper-

form more traditional instructional methods by enhancing motivation, effort, and reactions

(Garris et al., 1981; Malone, 1981; Sitzmann et al., 2008; Tennyson and Jorczak, 2008). But

the success of games as a learning tool critically depends on the learning content and envi-

ronment. The empirical literature, for instance, suggests that business simulations are an

inefficient method for teaching terminology, factual knowledge, basic concepts and principles

when compared to face-to-face lectures (Faria and Wellington, 2004; Fripp, 1993; Lean et al.,

2006; Saunders, 1997). Further, simulations and games require a substantial time commit-

ment to be effective, and are particularly helpful when participants are free to engage with

the learning tool at will (Sitzmann, 2011). Finally, game play is likely to be more effective a

learning tool for some students than others, and in an unrestricted setting we would expect

students to gravitate toward the resources most suited to them.

Our experiment includes each of these adverse effects: We use an educational game to

teach the (abstract) economic concept of comparative and absolute advantage in a limited

amount of time (students in both conditions had one hour to learn, including the approx. 5

minutes tutorial in the game condition), with exogenous assignment to conditions. Hence,

given the findings discussed above, we expect that those who play the video-game in our

experiment will perform worse in the exam than those who read the textbook chapter.

Hypothesis 2 The relative exam performance after game play compared to textbook reading

is better when incentives are low-powered.

In order to capture the differential effect of the game and textbook on students with

different degrees of motivation, we examined two different incentive conditions. With high-

powered incentives, participants were informed about the test and its payoff rules right from

10



the start. In the low-powered incentives condition, participants were informed about the

second part of the experiment only after they finished the first part (see Section 4 for details).

As a result, without information on what it would be useful for, the participants in the low-

powered incentives condition might have been less motivated to learn the material. Our

conjecture is that the underperformance of game play compared to textbook participants is

lower for the group of low-powered incentives students. One obvious reason is that the game

could be fun to play and entertaining in itself (Csikszentmihalyi, 1990; Garris et al., 1981).

Students that lack intrinsic motivation might find it easier to focus on the game because

it is more interactive and stimulating than a textbook (Bell and Kozlowski, 2008; Brown

and Ford, 2002; Jonassen, 2002). The game also provides feedback with student-specific

comments about errors and suggestions for improvement. This can be more beneficial for

low-motivated students than for highly motivated ones who are committed to improve their

performance and therefore independently assess their own skills. Another difference between

the game and the textbook is that the game encourages students to focus their attention on

the task rather than on simply getting the right answer and a higher mark (Bangert-Drowns,

Kulik, Kulik and Morgan, 1991; Shute, 2008). This could induce unmotivated students that

believe they lack some innate abilities to exert an additional amount of effort as opposed to

reinforcing the notion that they are “doomed” (Hoska, 1993).

Hypothesis 3 The relative exam performance after game play compared to textbook reading

is better in essay questions than in multiple-choice questions.

We use two measures of cognitive outcomes, namely the students’ score in multiple-choice

questions and in essay questions of an incentivized exam conducted after the learning task

ended. These two instruments are the most prominent in assessing learning in economics,

and have also been widely used to measure the learning effectiveness of simulation exer-

cises (Washbush and Gosen (2001)). Our hypothesis that performance effects are different

for essay questions and multiple-choice questions is related to the level of knowledge that
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the two tasks (i.e., playing the game or reading the book) induce. Sugrue (1995) identi-

fies three levels of knowledge: 1) understanding concepts; 2) understanding principles that

link concepts; 3) understanding the application of the concepts and principles under the

appropriate circumstances. Essay questions require an elaborated written answer for which

students have to use their knowledge in a new context. Thus, in Sugrue (1995)’s taxonomy,

essay questions belong to the third level of knowledge. The multiple-choice questions on the

other hand, are generally focused on reproduction, and so they assess the first level of the

knowledge structure, namely understanding terminology and basic concepts, something that

simulation games could be ill-equipped to teach (Faria and Wellington, 2004; Fripp, 1993;

Lean et al., 2006; Saunders, 1997). But, owing to the interactive elements and the possibility

to experiment with different scenarios, games might be better at illustrating the dynamics

of a problem. As a result, they train the player to apply concepts and principles to different

external conditions, which is exactly what essay questions test.

Hypothesis 4 Male students learn better through games than female students.

There are several mechanisms through which gender differences may be operating in our

experiment, all of which suggest a better learning and performance effect of game play for

males. First, gender has been an important factor in explaining the adoption of computers

and online technologies. In the early stages of technology penetration, researchers believed

that this area was male dominated (Gregory, 1997). Since then, several studies on this issue

have investigated gender differences (Chirieac et al., 2000; Jackson and Ervin, 2001; Jazwin-

ski, 2001) and generally found that females reported more computer anxiety, less computer

self-efficacy, and less favorable computer attitudes. Women’s rating of perceived usefulness

of computer-aided learning is lower than men’s (Venkatesh and Morris, 2000). Females have

less interest in digital games, less game-related knowledge, and play less frequently (Lucas

and Sherry, 2004; Wright et al., 2001), which in turn will favor males. Second, male students

might be more tempted to defer learning and cram for the exam, if procrastination is pos-

sible. Being strongly attracted to action-oriented competitive games (Vorderer, Hartmann
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and Klimmt, 2006), it might be that an interactive educational game will help them stay

engaged with the material. And third, women may also be averse to the competitive nature

of game playing. This would be in line with the experimental economics finding that women

are significantly less competitive (and perform worse in competitive environments) than men

(Croson and Gneezy, 2009; Gneezy, Niederle and Rustichini, 2003; Niederle and Vesterlund,

2007, 2011).

Hypothesis 5 Game behavior and exam performance are related; participants who are more

active and score higher in the game also perform better in the exam.

Players can be more active in a video-game because they are attracted to the challenge of

‘winning’ the game, or because they simply enjoy playing the game, regardless of the outcome

(i.e., the score) they achieve. In any case, higher involvement with the game’s tasks implies

more active learning, and so it may be a predictor of performance in the learning assessment

(Bell and Kozlowski, 2008; Frese et al., 1991). The research on business simulation, however,

has not found a link between simulation performance or behavior and learning (Anderson

and Lawton, 1992; Washbush and Gosen, 2001). Gosen and Washbush (2004) conducted an

extensive review of the existing research to assess the effectiveness of business simulations on

learning. They concluded that performance on a simulation exercise should not be used as

a proxy for learning. However, our starting hypothesis is the intuitive link between activity

and learning.

Hypothesis 6 Students who enjoy themselves more when playing the game score higher in

the exam.

Our theoretical frameworks suggest that positive emotional arousal and enjoyment should

have positive effects on self-efficacy (Csikszentmihalyi, 1990; Garris et al., 1981; Malone, 1981;

Tennyson and Jorczak, 2008). The literature on affective learning (see Faria, 2001) found

support for a positive relation between participants’ attitude toward the simulation and the

13



simulation’s role in their perceived learning. But Faria (2001) also points out that affective

learning is, by its inherent nature, based on the perceptions of the simulation’s participants,

not objective assessments. Our experiment allows us to objectively assess whether positive

attitudes indeed correlate with a higher performance in the test. We caution, however, that

such correlation does not necessarily imply causation, since it could also be that better-

performing students find the learning experience more enjoyable. Our textbook conditions

might serve as a control here.

4 Methods: Experimental Design and Procedures

The experiment was conducted in July 2012, in Week 1 of the second term, at the ASB Ex-

perimental Research Laboratory at UNSW. We chose this week as the time of the experiment

because the topic tested in the experiment was then taught in Week 2. Eighty-one under-

graduate students at UNSW were recruited using the recruitment system ORSEE (Greiner,

2004). To test the effectiveness of the game in different student populations, we recruited

both students who were signed up for the Microeconomics I course and students from other

fields who were not enlisted for this course. (This information was verified in the post ex-

perimental questionnaire.) None of the researchers involved in this project was teaching this

course in that term.

When subjects arrived, they were signed in, assigned to a cubicle (a table with a computer,

mouse and keyboard, and dividers on three sides so they cannot communicate with other

participants), and were asked to read the participant information statement, sign the consent

form, and read a first set of instructions (see Appendix B available online). Each session

consisted of two parts. In the first part, lasting exactly 1 hour, participants either read the

textbook chapter, or played the corresponding level of the video-game. In the second part,

participants took part in a test. In all conditions, for the entire duration of the experiment

session, participants were not allowed to communicate with each other or to use the Internet

or their mobile phones. Participants were provided with pen and paper for making notes
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(which were collected before the test was taken). In the game treatments, the time allotted

to play the game included time needed for instructions and a video tutorial on how to play

the game. Participants interacted with the game at their own pace. A research assistant

provided assistance for technical issues only.

As the subject of our experiment we chose “comparative advantage”, which is the topic

taught in Week 2 of the microeconomics course at UNSW. As we mentioned before, the

topic requires the use of a rich array of economic tools, and establishes important economic

concepts. Moreover, this part of the material is oftentimes problematic for students, as

reflected by past exam scores. In our baseline treatment condition, we provided students

with Chapter 2 of the corresponding textbook (Frank et al., 2012). In the game treatment

condition, we used the level on comparative advantage that we described in Section 2. A

copy of the textbook chapter and an executable trial version of the game are available from

the authors on request. Screenshots of the game, experimental instructions, and all multiple-

choice and essay questions used in the test can be found online (see Footnote 1).

In one incentive condition (high-powered incentives), participants were informed about

the test and its incentivization right from the beginning of the session, and so could adapt

their behavior in the first part to these incentives. In a second condition (low-powered incen-

tives), participants were only informed that there would be a second part of the experiment,

and they would receive the details on that part only after they finished the first part.

The test consisted of eight multiple-choice questions and five open-ended questions (see

Appendices C and D available online). Obviously, the materials handed out in Part 1 did

not include these questions. In designing the test, we tried to obtain a set of questions as

objectively selected and representative as possible. The eight multiple-choice questions rep-

resented all the questions on the topic of the experiment used in the UNSW microeconomics

exams in the three years before the experiment. The questions were handed out on paper,

but were answered on the computer screen. For instance, we asked:
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Question 3 Given the table below showing the resource costs (hours of labour per unit of

output) of producing cars and wheat in Australia and Canada, which of the following is true?

Canada (Labour hours) Australia (Labour hours)

Cars 10 40

Wheat 20 30

a) Australia has an absolute advantage in producing cars; b) Australia has an absolute

advantage in producing wheat; c) Canada has an absolute advantage in producing cars and

wheat; d) Australia has a comparative advantage in producing cars.

Question 4 A Canadian worker can produce four tonnes of rye in a year or produce three

bales of wheat in a year. An Australian worker can produce two tonnes of rye in a year or

one bale of wheat in a year. With trade, the price of rye in terms of wheat will be: a) 1 bale

of wheat; b) Between 1/2 and 1 bale of wheat; c) Between 3/4 and 1/2 bale of wheat; d)

Between 1 and 4 bales of wheat.

We used the experimental standard software zTree (Fischbacher, 2007) to program the

interface. The five open-ended essay questions were chosen from the end of chapter questions

in the textbook. We used all four questions included in the “Review Questions” Section, as

well as one question randomly selected from the “Problems” Section. Two examples are:

Question 3 In what way are an individual’s opportunity costs of producing related to the

rate at which they will be exchanged or traded?

Question 4 Why does saying that people are poor because they do not specialize make more

sense than saying that they perform their own services because they are poor?

Only Part 1 or Part 2 were selected for payoff at the end of the experiment. If Part 1 was

selected, each participant received a flat payment of $30 in addition to their show-up fee of

$5. If Part 2 was selected, participants received $3 for each correctly solved multiple-choice
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question. In addition, each participant had a 1/10 chance to be paid for one of her answers to

the five essay questions. The participant first threw a ten-sided dice to determine whether

she would be paid for an essay question or not. If selected, she threw the dice again to

determine exactly which question would be paid. Participants knew that the question would

be marked according to typical exam standards, and that they could receive up to 25 points

for a question. Each obtained point would pay them $10. Thus, participants could earn up

to $250 in this part. Show-up fees, flat payments (if Part 1, the learning task, was selected)

and multiple-choice payments (if Part 2, the exam, was selected) were paid in cash right at

the end of the experiment. Payments for essay answers were paid out in cash one week after

the experiment, since the answers had to be marked first.

The open-ended questions were given to two independent markers. The markers were

PhD students experienced in marking undergraduate microeconomics exams, and were not

informed about our research hypotheses or the treatment conditions of the exams. Both

markers marked all exams and received a flat payment based on the time they spent marking.

The markers could assign between 0 and 25 marks to each exam question.

Marker 2 gave significantly higher marks than marker 1 (avg. of 67.0 vs. 50.4). This is

true at the aggregate level over all questions (Wilcoxon Signed Ranks Matched Pairs test,

p < 0.001) as well as the level of each question except question 5 (p = 0.042 for question 1,

p < 0.001 for questions 2, 3, and 4, p = 0.1345 for question 5). Nevertheless, the correlation

between marks given by marker 1 and 2 was very high, with correlation coefficients of 0.70

(0.83, 0.39, 0.48, 0.50, 0.92) for the overall mark (marks for questions 1, 2, 3, 4, and 5,

respectively, all p-values smaller than 0.001). Given these high and consistent correlations,

we consider our marking data as reliable, despite the level shift between markers. We use

the average of the marks assigned by the two markers in our analysis.

In addition to the experimental sessions described above, we conducted two other sessions

in March 2014 to check whether our textbook and game conditions yielded positive learning

effects. The only change in these sessions was that instead of reading the textbook chapter
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or playing the game, students could spend their time as they wished (including using the

Internet). As in our low-powered incentive conditions, the exam was only announced after the

“free time” part ended. This set of sessions, conducted in Week 2 (just before the respective

Microeconomics I lecture) and later in Week 4 of the semester, yielded three different baseline

subject groups: 13 students enrolled in Microeconomics I who (self-reportedly) had prepared

for the week’s lecture about comparative advantage, 16 students in Microeconomics I who

did not prepare, and 21 students who were not currently enrolled in the course, but could

take it at a later time. These comparison groups will allow us to confirm the existence and

extent of learning through textbook and game play.

5 Results

Our experimental design allows us to assess both the cognitive and the affective (or behav-

ioral) outcomes that students derive from the learning process. Traditionally, deep learning

has been summarily evaluated through assessment scores. However, in a climate emphasizing

student evaluations, the affective outcomes have become increasingly important. There are

generally two types of affective outcomes: i) expressed satisfaction with a learning tool, and

ii) specific perceptions of particular skill development.

In the following we report the results from our experiment on both cognitive and affective

learning outcomes. Subsection 5.1 presents summary statistics for our subject pool. Subsec-

tion 5.2 is devoted to our main outcome variables, the marks achieved in the multiple-choice

and essay-type questions, and analyzes their relation to our main treatment parameters and

demographic characteristics of the participants. In Subsection 5.3 we investigate the learning

effects of our treatment conditions, while Subsection 5.4 presents the relationship between

in-game behavior and test outcomes. Finally, Subsection 5.5 shows our data on students’

perception of the learning environments.
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5.1 Subject pool

For our experiment we recruited participants from the subject pool of the Australian School

of Business Research Laboratory. Both students taking the Microeconomics I course and

those not in this class were eligible. Participants signed up for sessions not knowing about

the experiment’s content, purpose or conditions. Table 1 shows the distribution of subjects’

demographic characteristics among our four treatment conditions. We obtained a mostly

balanced subject pool across the treatments. For all characteristics listed in Table 1 we

statistically compared participants in-game and textbook conditions, as well as participants

in low- and high-incentive conditions. The only statistically significant imbalance we find

is with respect to whether students are signed up in the Microeconomics I course (Fisher’s

exact test comparing proportions of students signed up for Micro I, p=0.045) and how they

rate their familiarity with the topic (Wilcoxon Ranksum test comparing median rating on

familiarity scale, p=0.042). (These two variables are also highly correlated with each other.)

In our analysis below, we will run robustness checks that control for these characteristics, as

well as for other demographic variables.

TABLE 1: Demographics of subjects in the four different treatments

Textbook chapter Video-Game C vs. G L vs. H
Low Inc. High Inc. Low Inc. High Inc. p-value p-value

N 19 20 22 20
Age 19.9 (2.8) 19.4 (2.2) 19.5 (2.4) 19.5 (1.4) 0.707 0.872
Male 68% 85% 59% 65% 0.158 0.337
International 37% 20% 41% 45% 0.246 0.645
Field of study 0.389 0.178

Commerce & Econ 47% 23% 48% 44%
Engineering 26% 53% 33% 50%
Science 26% 24% 19% 6%

HS Score 87.7 (17.3) 91.4 (8.3) 91.8 (8.3) 91.5 (7.7) 0.629 0.994
WAM 66.8 (13.4) 71.5 (7.3) 70.3 (9.5) 67.7 (12.3) 0.754 0.700
Enrolled in Micro I 58% 45% 64% 85% 0.042 0.819
Familiarity with topic (1-5) 1.9 (0.8) 1.8 (0.9) 2.2 (1.2) 2.5 (0.9) 0.045 0.804

Note: Standard deviations are given in parentheses. The last two columns list p-values from Wilcoxon
Ranksum tests (on differences in medians) and Fisher’s exact tests (on differences in proportions) be-
tween Chapter-Game conditions and Low-High incentive conditions, respectively. The exact statement
assessing topic familiarity was “My level of knowledge on the topic before this experiment was”.
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5.2 Treatment effects

In Table 2, Models (1) and (3) report results from Tobit regressions of the number of multiple-

choice questions solved correctly (out of 8) and the total marks achieved in essay questions

(out of 125) on treatment dummies. Interestingly, we observe no treatment effects in our

data at the aggregate level. Neither one of the two treatment dummies nor their interaction

is significant in explaining the aggregate test results. In general, this is also true when

applying the same analysis at the level of the single questions (likelihood of answering a

multiple-choice question correctly, marks achieved in a particular essay question).

TABLE 2: Tobit regressions of test results on treatment conditions and gender

Dependent Correct MC questions Total marks in essay questions
Model (1) (2) (3) (4)

Constant 4.58*** 3.81*** 55.97*** 58.74***
[0.38] [0.57] [4.9] [7.45]

Game -0.51 0.23 0.89 -4.8
[0.52] [0.73] [6.68] [9.59]

High Incentive 0.10 -0.09 2.95 3.62
[0.53] [0.53] [6.84] [6.94]

Game x High Incentive -0.32 -0.13 3.26 2.3
[0.73] [0.73] [9.5] [9.56]

Male 1.13* -4.04
[0.63] [8.23]

Male x Game -1.07 8.98
[0.81] [10.65]

N 81 81 81 81
Left-(non-)right-censored 1(79)1 1(79)1 0(81)0 0(81)0
LogLL -154.8 -153.2 -362.8 -362.4

Note: Standard errors are given in brackets. *,**, and *** denote significance at the
10%, 5%, and 1% level, respectively.

To test Hypothesis 4 on the effectiveness of the video-game for different genders, we re-

run these regressions and include a dummy for the gender of the participant, as well as its

interaction with our game condition. We find a weakly significant general effect of being male

only on the number of correctly solved multiple-choice questions (not for essay scores), but

no evidence that playing the video-game would increase the relative performance of males

compared to women. The interaction coefficient has opposite signs for multiple-choice and
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essay questions, and is insignificant in both cases. The general effect of being male for the

multiple-choice questions score disappears however when we drop the interaction effect, and

remains insignificant when adding further control variables (see Table 3 below). Thus we do

not interpret this effect as a robust result.

TABLE 3: Tobit regressions to test robustness of main results

Dependent Correct MC questions Total marks in essay questions
Model (1) (2) (3) (4) (5) (6)

Constant 4.42*** 4.30** 3.98 52.14*** 87.58*** 50.43
[0.44] [1.81] [2.10] [5.67] [23.64] [27.06]

Game -0.52 -0.44 -0.65 0.51 0.32 0.02
[0.52] [0.51] [0.51] [6.62] [6.64] [6.56]

High Incentive 0.13 0.08 -0.14 3.81 1.42 -0.26
[0.53] [0.53] [0.53] [6.80] [6.94] [6.88]

Game x High Incentive -0.41 -0.30 -0.05 0.99 4.52 7.75
[0.75] [0.73] [0.73] [9.56] [9.47] [9.37]

Enrolled in M1 0.27 6.62
[0.40] [5.09]

Gender 0.61 0.75* 2.05 2.93
[0.41] [0.41] [5.35] [5.46]

Age -0.01 -0.04 -1.64 -1.61
[0.09] [0.09] [1.21] [1.18]

International -0.31 -0.21 0.35 -3.40
[0.43] [0.44] [5.61] [5.63]

Commerce/Economics 0.67* 0.68 -0.98 0.15
[0.39] [0.39] [5.08] [5.01]

WAM 0.01 0.53**
[0.02] [0.23]

N 81 81 80 81 81 80
Left-(non-)right-censored 1(79)1 1(78)1 1(56)1 0(81)0 0(81)0 0(80)0
LogLL -154.5 -152.9 -104.3 -362.0 -361.7 -354.4

Note: Standard errors are given in brackets. *,**, and *** denote significance at the 10%,
5%, and 1% level, respectively.

To test the overall robustness of these results we re-run our specifications including demo-

graphics and other controls. Table 3 reports the results. In Models (1) and (4), besides our

treatment dummies, we also include a dummy indicating whether the student was signed up

for the Microeconomics I course or not. Being signed-up has no effect on the test outcomes

in terms of correct multiple-choice questions or essay questions marks in either model, nor
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does its inclusion change the estimates and significance of the treatment parameters.

Models (2) and (5) include controls for demographics. In particular, we included age,

gender, whether the student is international, and whether the student studies economics,

commerce or a related field as explanatory variables in the analysis. Demographics seem not

to play a role for test results, and our Null result of no treatment effects is robust against

the inclusion of these variables.

Finally, in Models (3) and (6) we also include the student’s previous weight-point average

(WAM score) from the university’s records (with one observation missing, and 23 WAMs

calculated from concurrent courses, excluding Microeconomics I, due to no previous marks

received). As one would expect, the WAM score is positively correlated with the number

of correct multiple-choice questions and the marks achieved in essay questions, but this

is only significant for the latter. Interestingly, including the WAM score in the model on

multiple-choice questions yields a significant positive coefficient on the dummy on gender.

This indicates some potential multicollinearity across these two variables.

In sum, we do not find support for Hypothesis 1. In particular, we cannot reject sta-

tistically the Null hypothesis of the same test performance after playing the game for one

hour vs. reading the textbook chapter within that hour. In addition, there is no evidence of

incentive environment effects (Hypothesis 2) or differential learning environment effects for

performance in multiple choice and essay questions (Hypothesis 3). We also find no evidence

that males’ performance reacts more strongly to game environment (neither at the aggregate

nor at the individual question level), thereby not lending support to Hypothesis 4.

5.3 Learning effects

To confirm that both textbook and game play lead to a positive learning effects (i.e., to

ensure that they both are not equally ineffective), we ran two additional control sessions.

The new sample included both Microeconomics I students who prepared for the comparative

advantage lecture and who did not, as well as students who were not enrolled in Microeco-
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nomics I, but could take it at a later time. Additionally, by asking students to assess their

prior knowledge on comparative advantage in the post-experimental questionnaire, we clas-

sified them into those with poor prior knowledge (having answered “poor” or “very poor”

to the question) and good prior knowledge (answers “ok”, “good”, or “excellent”). If the

learning methods were effective, we would expect that students with poor prior knowledge

achieve higher test scores when they read a textbook chapter or play the game compared

to not participating in these learning activities. Conversely, for students with good prior

knowledge, these activities might not yield additional improvements.

TABLE 4: Average MC and essay question scores
in treatment and control groups

MC questions Essay questions
Prior knowledge poor good poor good

Textbook 4.48 5.10 55.7 62.7
Game 4.25 3.56 55.9 65.0
Micro 1 students, prepared 3.60 5.13 44.8 58.5
Micro 1 students, unprepared 3.71 5.11 32.0 58.0
Non-Micro 1 students 4.05 7.00 32.6 62.7

Table 4 shows average multiple-choice and essay question scores for our textbook and

game-play conditions, as well as for the three control groups, separately for those who

judged their prior knowledge as poor and good, respectively. For students with little prior

knowledge, we observe that both multiple-choice and essay scores in the textbook and game

conditions are higher than in the three control conditions. When statistically comparing the

treatment groups with the control groups (using non-parametric Wilcoxon ranksum tests),

the positive learning effects for students with poor prior knowledge are highly significant

only for essay questions (p < 0.001 and p < 0.001 for textbook vs. controls and game vs.

controls, respectively), but weakly or not significant for multiple-choice scores (p = 0.059

and p = 0.338 for textbook vs. controls and game vs. controls, respectively). We interpret

the positive effects as evidence for the effectiveness of both textbook and game play in facil-

itating learning. No learning effects were observed for the group of students with good prior

knowledge, as is confirmed by a series of Wilcoxon ranksum tests comparing these students
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in the two treatment and control conditions (p > 0.3 in all tests with one exception).2

5.4 Game behavior and learning outcomes

In order to capture the behavior of students within the game, we obtained the following data

from the game play recordings:

• LevelAttempts : The number of attempts needed to achieve the primary objectives of

a game level. If a student does not achieve the primary objectives in a level play, he

has to repeat the level until he/she does.

• LevelPlaythroughs : How often a level was played through. This measures how often a

student went back and replayed a level he/she has already accomplished.

• VideosPlayed : How often instruction videos were played (for more than 5 seconds) in

the game session.

• TotalTimeVideos : The total time (in minutes) spent in the game’s media library, not

including the compulsory initial instruction video.

• TotalTimeGraphs : The total time (in minutes) spent looking at explanatory graphs.

In addition to these parameters, which ought to represent the deliberate engagement

of the student with the game, we also obtained measures for pure activity (NumClick, the

average number of mouse clicks during the first playthrough of the levels, and NumHover, the

number of times a participant interacted with one of the instructional graphs) and accuracy

of play (AvgPrimObj and AvgSecObj, the average percentage of primary and secondary

objectives completed over all levels, respectively), which we will use as additional controls.

2A statistical comparison between the multiple-choice question performance of students with good prior
knowledge in the Game treatment and the baseline conditions indicates a negative effect (3.56 vs. 5.1,
p = 0.001). In principle, such an effect might have many reasons, for example it may root in a negative
effect of deeper knowledge on performance in ambiguously worded multiple-choice questions. A separate
study designed to address this question would be necessary to confirm whether this unexpected effect is a
statistical fluke or not.
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TABLE 5: Tobit regressions on the effect of game play on test results

Dependent Correct MC questions Total marks in essay questions
Model (1) (2) (3) (4) (5) (6)

Constant 1.37 3 4.24 40.58** 109.28*** 196.00***
[1.26] [2.23] [4.08] [17.72] [29.56] [50.69]

LevelAttempts 0.03 0.02 0.01 -0.21 -0.44 -0.53
[0.04] [0.04] [0.04] [0.50] [0.47] [0.47]

LevelPlaythroughs 0.18** 0.19*** 0.20** 2.60** 2.97*** 2.48**
[0.07] [0.07] [0.08] [0.98] [0.91] [0.94]

VideosPlayed 0.04 0.05 0.04 1.84* 2.16** 1.3
[0.07] [0.07] [0.08] [0.96] [0.96] [0.97]

TotalTimeVideos -0.07 -0.05 -0.05 -2.09** -1.89** -2.72***
[0.06] [0.06] [0.07] [0.80] [0.80] [0.85]

TotalTimeGraphs 0.04 0.09 0.07 0.73 -0.17 -1.7
[0.14] [0.15] [0.16] [1.99] [2.03] [2.03]

NumClick -0.01 -0.01 -0.16** -0.12
[0.01] [0.01] [0.07] [0.07]

TimeHover -0.01 0 0.43 -0.49*
[0.02] [0.02] [0.28] [0.25]

AvgPrimObj -0.01 -0.01 -0.3 -1
[0.02] [0.02] [0.24] [1.92]

AvgSecObj 0.06 0.06 -1.39 0.37
[0.14] [0.15] [1.87] [0.27]

Gender -0.28 -1.55
[0.54] [6.69]

Age -0.05 -2.67
[0.14] [1.74]

International -0.1 -3.7
[0.47] [5.09]

Commerce/Economics -0.03 -13.56**
[0.50] [6.23]

N 42 42 42 42 42 42
Left-(non-)right-censored 0(41)1 0(41)1 0(41)1 0(42)0 0(42)0 0(42)0
LogLL -70.8 -69.3 -68.9 -182.4 -178.4 -175.3

Note: Standard errors are given in brackets. *,**, and *** denote significance at the 10%,
5%, and 1% level, respectively.

Based on data from all the participants in our game conditions, Table 5 reports the results

from regressions of the number of multiple-choice questions solved and marks obtained in the

essay questions. Models (1) and (4) regress our two dependents on the main game behavior

parameters discussed above. In Models (2) and (5) we add the activity and accuracy controls,

and Models (3) and (6) check the robustness of the estimates with respect to the same
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demographic characteristics used in Table 3 analysis. For test results on multiple-choice

questions, how often a participant voluntarily replayed the game levels is quite important.

While causality is not straightforward here, this could indicate that game play elements are

most important for repetitive learning. For the essay questions on the other hand, both

watching instructional videos and engaging in game play seem to matter. This indicates

that to score high on deeper learning questions, using direct instructions might be important

too. These results are very robust across different specifications, both in terms of size and

significance of the effects. We also find two spurious effects for the activity and accuracy

independents, which are, however, not robust across specifications.

In sum, we find support for Hypothesis 5 in that game behavior and test performance

are related, and differently so for different types of learning and learning assessment. A

question by question analysis allows us to dig deeper into these relationships. Using Bloom’s

taxonomy (Bloom, Engelhart, Furst, Hill and Krathwohl, 1956), we first ranked the five

essay questions based on the six learning objectives they aim to achieve, i.e., knowledge,

comprehension, application, analysis, synthesis, evaluation. Questions 1 and 2 touched on

the first two and three objectives, respectively; Questions 3 and 4 focused on the first four

objectives, while Question 5 addressed all six of them. With this classification in mind,

we re-run the specifications from Table 5 separately for each essay question, and each time

we included only the variables corresponding to the pertinent video-game level (regression

results not included here). As expected, we find that the number of voluntary level replays

has a crucial role at low and medium levels of taxonomy (i.e., first three essay questions),

while for low taxonomy (Questions 1-2) the accuracy of play (i.e., AvgSecObj ) and videos

also seem to matter. For high levels of taxonomy on the other hand (i.e., Question 5 which

touches on all six taxonomy levels), graphs are very important, while the number of level

attempts appears negatively associated with the test scores.
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5.5 Students evaluation of the learning experience

After the experiment (i.e., after the test had been completed, but before any results were

announced and payoffs were handed out), all participants were asked to fill in a post-

experimental questionnaire. Attitudes were elicited on either yes/no questions or 7-level

Likert-type scales with answer options ranging from “Strongly disagree” (coded 1) to “Strongly

agree” (coded 7). Answers were not compulsory, but most participants answered all ques-

tions. The upper part of Table 6 reports the answers given to the questions targeting stu-

dents’ perceptions of the learning experience. Since Likert scales elicit ordinal data (in the

sense that the difference between two consecutive answer levels might not be the same for all

levels), we only refer to whether an item was ranked higher or lower in one treatment condi-

tion than in the other. We find that students evaluated the textbook/game sessions similarly

in terms of understanding what was required of them, usefulness of the textbook/game in

absorbing the topic, and how easy it was for them to read the textbook or play the game

(Wilcoxon ranksum tests comparing textbook and game answers yield p-values of 0.507,

0.127, and 0.828, respectively). However, participants enjoyed playing the game significantly

more than reading the textbook chapter (Wilcoxon p-value = 0.002). In terms of “spread-

ing the word”, participants in both conditions are about equally likely to recommend the

textbook/game to a fellow student in Microeconomics I (81% vs. 91%, respectively; χ2-test

p-value = 0.409), but were (weakly) significantly more likely to recommend the game (rather

than the textbook) to a friend (50% and 77%, respectively; χ2-test p-value = 0.088).

In Section 3 we hypothesized that a possible reason for gender effects in terms of the

relative performance after game-play versus textbook could be that males enjoy video-games

more than females. In Table 6 we report enjoyment ratings separately for women and men.

We indeed detect a small gender effect. While both men and women show an increase in

enjoyment when playing the game rather than reading the textbook (Wilcoxon ranksum test

p-values of 0.052 and 0.004, respectively), men like the game more than women (p=0.056),

while there is no statistically significant difference between the two groups in the textbook
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TABLE 6: Results from the post-experimental questionnaire on learning
experience perceptions

Textbook Game
Mean (Std. Dev.) Mean (Std. Dev.)

Easy to understand requirements (1-7) 5.72 (1.12) 5.57 (1.11)
Helped improve understanding of topic (1-7) 5.97 (0.87) 5.64 (1.08)
Easy to read / play (1-7) 5.85 (0.96) 5.74 (1.19)
Enjoyed reading / playing (1-7) 4.72 (1.61) 5.76 (1.10)

Females 4.00 (2.00) 5.44 (1.03)
Males 4.93 (1.44) 5.96 (1.11)

Suggest to Micro 1 student (y/n) yes: 85%, no: 15% yes: 91%, no: 9%
Suggest to a friend (y/n) yes: 56%, no: 44% yes: 77%, no: 23%

Usefulness of elements Score (1-7) Rank (1-5)
Textbook Mean (Std. Dev.) Mean (Std. Dev.)

Main sections 5.92 (0.74) 2.54 (1.31)
Exercises 5.56 (1.21) 3.74 (1.14)
Thinking as an Economist sections 5.56 (1.23) 3.67 (1.28)
Examples 6.08 (0.87) 1.67 (0.81)
Graphs 5.74 (0.99) 3.36 (1.31)

Game
Videos 5.86 (0.93) 1.66 (1.09)
Score system 5.07 (1.18) 4.13 (1.18)
Personalised Feedback 5.60 (1.33) 3.55 (1.04)
Gameplay elements 5.76 (1.05) 3.38 (1.17)
Interactive graphs 6.26 (0.80) 2.28 (1.06)

Note: The exact statements/questions were: ”It was easy to understand what was required of
me”, ”The material helped improve my understanding of the topic.”, ”I found it easy to read
and understand the textbook/ work with the interactive elements of the game.”, ”I enjoyed
reading the textbook / playing the game.”, ”Would you suggest this textbook / game to a
colleague studying ECON1101?”, ”In general, would you suggest this textbook / game to a
friend?”, and ”I found ... useful in my understanding of the topic.”.

treatment (p=0.1954).

In order to explore the correlation between the perception of the learning environment and

performance in the tests, we regressed the test performance on the six perception indicators

(regression results not included here). We did not find any evidence that those who perceive

the environment more positively would achieve better scores, neither in general nor for

a specific gender. Notwithstanding any possible selection effects underlying these results

(those who like an environment – like the game – might not be the better students), this

finding does not lend evidence to our Hypothesis 6, but is also particularly interesting with
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respect to the gender effect: While women enjoy the game less than men, they seem not

to have to actually enjoy the educational video-game as much as men do in order to learn

within this environment. This finding is consistent with the Hypothesis 4 results, where we

do not find gender effects in terms of relative exam performance in the game treatment.

A further set of questions asked participants to rate and rank the different educational

elements of the textbook/game in terms of their usefulness. Asking for ratings gives a

relatively independent evaluation, while the ranking forces comparisons between elements

and yields statistically more sensitive data (since students had to decide on a different rank

for each element). The answers, reported in the lower part of Table 6, allow us to get a more

detailed view of how students perceive the two learning experiences.

For the textbook, we obtain exactly the same order of average preferences from the ratings

and from the rankings. Examples are evaluated as most useful, the Main Sections came in

second, while the other three elements of Graphs, Exercises, and “Thinking as an Economist”

sections are rated and ranked about equally. Statistically, this order is confirmed by a battery

of Wilcoxon Matched Pairs Signed Ranks tests on both scores and ranks. For ratings, only

Examples receives significantly higher scores than Exercises and Thinking sections (both p-

values smaller than 0.05), and Main Sections receive weakly significantly higher scores than

Exercises (p=0.099), while all other comparisons yield non-significant differences (all p-values

larger than 0.12). The more sensitive ranking data yields a clear order of Examples being

ranked significantly higher than Main Sections, and both ranked significantly higher than

the other three element types (all p-values smaller than 0.02), while there are no statistical

differences among the ranks assigned to other elements (all p-values larger than 0.23).

Interestingly, the answers for the game environment look different. Statistically, the

rating data yields a clear ordering of Interactive Graphs > Videos = Game-play elements =

Personalized Feedback > Score System (Wilcoxon Matched Pairs Signed Ranks test p-values

smaller than 0.02 for all different average ratings and p-values of more than 0.29 for all

comparisons where we don’t find differences). The ranking data, on the other hand, yield
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an ordering of Videos > Interactive Graphs > Game-play elements = Personalized Feedback

> Score System (p-values smaller than 0.05 for all implied differences, p-values of 0.618 for

the single implied indifference). Thus, with ratings, Interactive Graphs are at first place and

Videos come in second, while in the (forced) rankings Videos are considered as more useful

than the Interactive Graphs. Game play and Personalized Feedback follow, statistically

indistinctive, on 3rd and 4th place, while the Score System is ranked least useful.

All in all, when learning from a textbook, the most useful elements seem to be the exam-

ples (that is, the application of the material to real problems), while the actual explanations

of the topic are ranked as less useful. In the video-game environment, which is specifically

designed around examples that can be played out, the explanations of the topics (videos and

graphs) are ranked most useful. One explanation might be that both environments set dif-

ferent reference points. In textbooks, explanations are the standard and insightful examples

the exception. But when approaching a game, the user expects all the game play elements,

and is potentially positively surprised when encountering useful explanatory learning tools.

6 Conclusions

This paper presents experimental evidence on the effects of playing an educational video-

game vs. the traditional method of textbook learning on both cognitive and affective (be-

havioral) outcomes. To this effect, we use a game designed to support teaching introductory

microeconomics at the undergraduate level. We find no evidence that reading a textbook

dominates playing the video-game in terms of exam performance, neither for multiple-choice

nor for essay questions. Moreover, there seems to be no gender bias and no incentive effect

for final scores. Different than in previous studies, we find that game behavior is correlated

with exam performance, and that this relation differs with the types of learning and assess-

ment. Students enjoyed the video-game considerably more than reading the textbook, but

did not perceive any differences between the two learning tools in terms of understanding

requirements or usefulness. Finally, enjoyment of the game is particularly strong for males,
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but does not lead to a differential effect between genders in terms of test performance.

In sum, based on a controlled laboratory experiment, the results from our study sug-

gest that a video-game might be a cost-efficient, high-quality alternative or complementary

teaching method to traditional textbook and classroom teaching. However, our experiment

only presents a first case study, based on a limited number of observations, and testing a

specific video-game on a specific topic in the area of undergraduate economics. More experi-

ments, including proper design and control groups, are needed to explore the effectiveness of

video-games as a teaching and learning tool in general, in other areas. Future research will

aim to enrich the body of evidence, and to test the robustness of our results. Our paper is

a case in point that shows how such studies can be designed in order to provide clean data,

prevent selection, and allow conclusions about causality.
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